LSRL - Least Squares Regression Line
Use the context

ALWAYS add the of the problems and

predicting hat *’j} e write words in
place of y and x.

More on this shortly

-intercept slope

The Tl has selections for
both versions of the
equation (for reasons we A
need not discuss here). We




LSRL - Least Squares Regression Line

y=a+bx
: 4 o
y-intercept slope
You must be able to interpret the slope and y-intercept
IN CONTEXT!!!

Slope: For every increase of one (unit) in (context of x), there is an predicted average (increase,
decrease) in (context of y) of (slope)(units).

Example: y = height of a plant in cm, x = age in months, where y" = 1.2 + 2.3x
For every additional month, there is a predicted average increase in the plant’s height of 2.3 cm.




How to find the LSRL

Or this one. Either is fine

LinReg(ax+b)
Xlist:L1
Ylist:L2
FreaList:
Store RegEQ:Y1
Calculate

a=g+h
a=5.432642427
b=.4951 133395
re=, 28198157674
=, 96049342991

Let’s see it done on the calculator



Here we will see L3 represent the x variable and L4 represent y

These are just points
on the liney=2x+3



How do we find and
graph the LSRL? —

y=a+bx

These are just points
on the liney=2x+3

Notice the value of r



How do we find and
graph the LSRL? —

y=a+bx

T1-84 Plus Silver Edition
*5 TExas INSTRUMENTS

These are just points
on the liney=2x+3

Notice the value of r

Let’s do this again and
see how the line fits



What do we mean by el
predicting? Y 2%

We'll make some slight
changes to a couple of
y values and then
notice



What do we mean by o b Notice how exact
i y=a+bx .
predicting? linear correlation looks
Not that this really happens in the real world but...
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What d b 2 Now notice the change
: Pr:d\i/\é:i:;any/yy =a+bx when a few valuesg
deviate just a little bit.
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What do we mean
predicting?

Notice the difference
etween predicted an
actual y values




Two Lesser Known Properties of the LSRL

*The LSRL passes through (x,y

*The slope of LSRL can also be found with this equation -




MINITAB Outputs

y-intercept

independent variable
ey

LSRL

Regression Analysis: Score2 versus Scorel

The regression equation 1is

Score2 = 1.12 + 0.218 Scorel

Predictor Coef SE Coef

Constant 1.1177
Scorel 0.21767

S = 0.127419

Analysis of Variance

Source DF SS
Regression 1 2.5419
Residual Error 7 0.1136
Total 8 2.6556

T P

10.23 0.000
12.51 0.000

R-Sq(adj) = 95.1%

MS F CC)eg.

2.5419 156.56 0.000
0.0162

slope



What is Regression!?

Model math functions to fit our data

eLinear Regression

eQuadratic Regression
e Cubic Regression
ePower Regression

Sinusoidal Regression

0000000
-

Root G x E variance

eExponential Regression

eLogarithmic Regression
e ogistic Regression

You will choose the best fitting
model and use that model to predict.



